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Abstract

How do multilingual models handle the
multilingualism? In this work, we probed
multilingual neural machine translation (NMT)
models by typological feature classification
task.

Experimental Procedure
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2. Extract sentence features
from intermediate representations
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3. Associate the features
with typological labels
of the source language

4. Train and test
a probing classifier

Probing Classifier
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Dataset

Bible Corpus: Translation of the Bible

. contains sentences with the same meaning In
multiple languages

. Train: 23,555 sentences for each language
(Dev: 455, Test 455)

URIEL database: The database for typology
. Used 103 syntactic features

. For missing data, predicted values are used
(by kNN regressions based on phylogenetic
or geographical neighbours).

Result
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. The encoder 1s aware of the source language,
while the decoder Is not. However, the
attention module again introduce source-
dependent representation. This Is undesirable
It we expect the multilingual NMT to used
shared meaning representation(interlingua).

. Character-level models are better at capturing
typology, probably because of its
morphological competence.

Top 5 improvements
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